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A Novel Real Time Facial Expression Recognition

system based on Candide-3 Reconstruction Model
P. Romero, F. Cid and P. Núñez

Abstract—In the last decade, affective Human-Robot Inter-
action has become an interesting topic for researching. Facial
expressions are rich sources of information about affective
behaviour and have been commonly used for emotion recognition.
In this paper, a novel facial expression recognition algorithm
using RGB-D information is proposed. The algorithm achieves
in real-time the detection and extraction of a set of both,
invariant and independent facial features based on the well-
known Candide-3 reconstruction model. Experimental results
showing the effectiveness and robustness of the approach are
described and compared to previous related works.

Index Terms—Social Robot, Facial Expression Recognition,
Human-Robot-Interaction.

I. INTRODUCTION

The days of the robots entering into the daily life are coming

soon. In these real scenarios, robots must be programmed to

interact and communicate with humans or other robots by

following social behaviors and rules. In this respect, as with

human-human interaction, affective states are one of the most

critical elements in a natural human-robot interaction (HRI).

Thus, knowing and understanding these human emotions helps

social robots in adapting their communication in real time,

improving and enriching the interaction [1]. This kind of HRI

is usually known as affective HRI, which has become a central

part in the field of social robotics in the last years.

Determining the affective state of a human in a real interac-

tion is not an easy task. Most of the affective HRI techniques

use only one information channel, called mode, in order to

recognize human emotions. Among the typical modes are

speech, body language or facial expressions, as shown in

Fig. 1. This last one is the richest and most powerful source of

affective information and therefore, the facial expressiveness

has been mainly used as input data in classical emotion

recognition systems. These systems are commonly based on

facial muscle deformations, as was described in the Facial

Action Coding System (FACS) proposed by Ekman et al. [2].

FACS describes facial movements as groups of Action Units

(AU) and is considered to be the most commonly used standard

that describes facial expressions.

This paper describes a new real-time facial expression

recognition system using a RGB-D sensor that relies on the

Candide-3 reconstruction model described in [3]. Contrary to

other approaches, the main contribution of this work is

to develop a low computational cost algorithm for extracting

a set of independent and antagonistic facial features from
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Fig. 1. Multimodal affective Human Robot Interaction. Facial expressiveness,
body gestures and speech are usually used for an affective interaction.

the Candide-3 face model, which constitute the input of a

Dynamic Bayesian Network (DBN) used as classifier [4].

Four different emotions, as well as a non-emotional state,

are robustly detected using this Bayesian approach (happiness,

sadness, anger, fear and neutral).

This paper is organized as follows: After discussing known

approaches to facial expression recognition in Section II,

Section III presents an overview of the proposed system. In

Section IV, the experimental results are outlined, and finally,

Section V describes the conclusions and future works of the

presented approach.

II. RELATED WORKS

Automatic emotion recognition systems have been studied

in the last decade by several research groups. Current state-

of-the-art systems are multimodal, that is, they estimate emo-

tions using different modes: such as the face [8], [9], body

gestures [19], speech [11] or physiological signals, among

other [12], [13]. Facial expressiveness is the essential mean of

transmitting emotions, and thus, the majority of the approaches

are based on the analysis of facial expressions using visual

information. An interesting and updated review is presented

in [14]. In these works, a large part of the studies are based

on the Facial Action Coding System (FACS) proposed by

Ekman et al. [2], which classify the set of all the facial

expressions into only six prototypical expressions conveying

the basic emotions. FACS proposes that each facial expression

is composed by a specific set of Action Units (AUs), which

represent a distortion on the face induced by small muscular

activity.

Implementing facial expression recognition systems is not

an easy task. The main problems are related to the detection,
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Fig. 2. Overview of the proposed system

extraction and later classification of the user’s features, which

is the basis of the most of the emotion recognition systems.

Current literature describes different systems and methods that

try to solve these problems. In [10], the authors use Active

Appearance Models (AAM) and a Dynamic Bayessian Net-

work (DBN) classifier for facial emotion recognition in image

sequences. Support Vector Machines (SVM) in conjunction

with a nonlinear mass-spring model are used in [15] for

facial emotion recognition and imitation. Gabor filter banks

are also used for extracting features from the image, such

as was described in [8]. Finally, other facial features, which

are directly related to AUs, are extracted from RGB images

and later classified into a set of five basic emotions using a

DBN [6],[4]. The proposed work is a modified version of these

previous works, where features are now extracted not from the

RGB image, but using RGBD information and the Candide-3

mesh model.

Several authors use RGB cameras to obtain a sequence of

images as the basis of their emotion recognition algorithms

[15], [10]. Using only RGB images for detecting facial features

is a hard problem. Light conditions, shadows or noises are typ-

ical situations where these systems present mistakes to detect

features and/or the user’s head pose. Recently, new sensors

that combine RGB and Depth information have become very

popular. Microsoft Kinect sensor, for instance, is a low-cost

RGB-D sensor that simultaneously provides both real-time,

depth and color images. At present, there are some studies

that show the advantages of using depth in the extraction of

facial features, such as Li et al.’s work [16]. In this work,

the authors use the Kinect sensor in order to recognize faces

under challenging conditions. The proposal described in this

work is focused on detecting invariant facial features using a

face mesh model. This idea is not new, for instance, in [17],

[18] the authors use similar models to extract facial features.

However, in these works other more expensive sensors are

used, in contrast to the low-cost RGB-D sensor used in this

paper.

Finally, the use of RGB-D sensors within social robotics

is increasing in the last years due to its low cost and its

reasonable performance. These sensors allow to analyze the

user features and their environment in real time, allowing the

robot to efficiently interact with users, objects and other robots.

An assessment of the Kinect sensor has been described in [21].

In this work, a set of tests under different scenarios is achieved,

demonstrating that advantages of the Kinect sensor for HRI

applications.

III. AUTOMATIC FACIAL RECOGNITION SYSTEM

In this paper, a novel facial expression recognition system is

presented. This work is based on the Candide-3 reconstruction

mesh model, which is used for detecting and extracting facial

features. An overview of the proposed method is shown in Fig.

2, which flows from left to right. The system acquires a RGBD

sequence in real-time and uses the Microsoft Kinect SDK

for face tracking [20]. This algorithm uses the widely used

Candide-3 deformable face model. The outputs of the face

tracking algorithm implemented by Microsoft SDK are the

head’s pose (rotation and traslation matrices, and a scale

factor) and a list of points associated to the Candide-3 mesh

model. Through this information, it is possible to extract

the user’s facial features and its position in relation to the

Kinect sensor. These features and their time evolution are used

as input to a Dynamic Bayesian Network, which classifies

them into an emotion (Happiness, Sadness, Fear, Anger and

Neutral).

The proposed system is based on a client-server model using

the framework RoboComp [5]. The head pose and the list of

points of the face model are transferred through a middleware

to a client computer connected to the local network. This

same client computer processes these data for extracting the

user’s facial features and classifying into a basic emotion. The
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Test Percentage of improvement in the detection of FE (pi)

Sad 15%

Happy 10%

Fear 4%

Anger 16%

Neutral 9%

TABLE II
PERCENTAGE OF IMPROVEMENT OF THE FACIAL EXPRESSION

RECOGNITION SYSTEM

under similar conditions in each sequence (e.g., users, lighting

conditions and distance from the user to the sensor). In this

second test a group of 15 users with different gender and

facial features, must perform 5 random sequences of facial

expressions with each method. The results of this comparison

are shown in Table II, where the percentages of improvement

in the detection of each facial expression pi are illustrated. The

proposed system in this work shows significant improvements

over the previous system [6] in each emotional state, especially

in the emotional states associated with high activation levels

(i.e., happy, anger or sad). This is because the states with a

high level of activation requiring high muscular activity in

the face, resulting in a remarkable deformation in the mesh

model [7]. Besides the above-mentioned aspects of this new

system, it is also important to mention an improvement in

the user detection and features extraction. Besides, it prevents

detection errors. In summary, the main improvements of this

new system in relation to the previous system are the minimum

amount data on the trainer, the better detection of the neutral

state among others emotional states and the elimination of

errors in the user detection.

V. CONCLUSION

In this paper, a real-time facial expression recognition sys-

tem has been presented. This proposed system is based on the

use of the Candide-3 face model, which allows the extraction

of a set of facial features, as well as rotations and translations

of the user’s face, from a RGBD image. Through the face

model, the standardized variables associated to the AUs of the

user are obtained, allowing real-time recognition of each facial

expression with different factors, such as: lighting conditions,

gender, unusual facial features (like injuries or scars), among

others. In relation to the previous method [6], the results

of the comparative study show better performance for the

proposed system in uncontrolled environments, in addition to

an improved capability for detecting and tracking of the user’s

head, which eliminates the errors of detection in these type of

system.

Future work will focus on the extraction of more facial

features, which would allow to recognize a higher number

of emotional states associated with these features. Besides, it

is planned to integrate the proposed system into a multimodal

system that allows analyzing not only facial expressions, but

also the user’s body language.
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